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BACKGROUND
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How Does Intelligence Work?

• How does our brain give rise to our cognitive abilities? 

• Could this ever be implemented in a machine?

AI originated from the scientific question above.
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AI and ML

pattern recognition 

face perception, image identification, … 
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AI and ML

ML is a requirement for AI because: 

for a system to be called intelligent, it must have the 
capability to learn from its changing environment and adapt 
to it.
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Machine Learning
— Alan Turing — the Turing Machine — 1936 

A programming language that is Turing complete is theoretically capable of 
expressing all tasks accomplishable by computers. 

— John McCarthy — coined the term Artificial Intelligence 

— Marvin Minsky 

— Allen Newell  

— Herbert A. Simon
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Machine Learning

• Regression - decision trees 

• Convolution Neural Networks 

•  Recurrent Neural Networks 

• Bayesian Networks

• Reinforcement learning 

• Perceptron 

• Support Vector machines 
(SVM) 

• Kalman Filtering
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Machine Learning

Long Short Term Memory 
(LSTM)

Random Forest 
Gradient Boosting

AdaptiveBoost
Extra Trees

Ensemble

Recurrent Neural 
Network
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ENSEMBLE MODELS
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ENSEMBLE MODELS

Decision Trees
Ensemble Models
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Ensemble Models
Decision Trees
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Decision Trees

Ensemble Models
Decision Trees
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Gradient Boosting
AdaBoost

Extra Trees
Random Forest

These models rank the input features 
(parameters) according to their relative 

importance in making the decision  
for the output (prediction). 

ENSEMBLE MODELS
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ENSEMBLE MODELS

main drawback  

of decision 
trees 

  
they tend to 

overfit the  
training data

the overfitting can 
be reduced 

by combining 
several of such 

trees & 
averaging their 

results 

this can be overcome  

by combining several trees 

each tree different from others 

 each tree does a good 
prediction by overfitting on part 

of the data but different from 
other trees

the reduction in overfitting while retaining the predictive power 
of trees can be proved using rigorous mathematics
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describing in a forward stage wise fashion: 

ENSEMBLE MODELS

Ensemble models consider 
additive models of the form:
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ENSEMBLE MODELS

y1 = F (x)[minimizing (y1 - y)2]

F1(x) = F (x)� h(x)

= y

Therefore, h(x) = y � F (x)[the residual]
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ENSEMBLE MODELS

we made use of the 
industry--standard, 
open source ML  
software packages: 

• scikit-learn  
• Keras  
• Tensorflow
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KERAS 

an open source 
neural network 
(NN) library 

written in 
Python

Scikit-Learn 
a free ML library for Python 

contains various classification, 
regression & clustering algorithms 
support vector machines (SVMs) 

random forests (RF)          
gradient boosting 

designed to operate with Python 
numerical & scientific libraries 

NumPy & SciPy

TensorFlow

an open source 
software library 

designed for 
building & 

training neural 
networks to detect 

and decipher 
patterns & 
correlations

Machine Learning
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• n_estimator  

• max_features/
max_depth 

• n_features 

• learning_rate

ENSEMBLE MODELS
HyperParameters

default values of max_features 

• for classification  

max_features = sqrt(n_features)  

• for regression 

max_features = n_features 

•  the number of 
trees to be built 

•  the tree-depth 

•  the number of 
input features 

• controls over-
fitting
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ENSEMBLE MODELS
HyperParameters

Random Forest (RF)

trees are determined randomly

• n_estimator = 10 
• max_features = default
• n_features = over 50

default values of max_features 

• for classification  
max_features = sqrt(n_features)  

• for regression 
max_features = n_features 

RF can be parallelized across multiple CPU cores, especially on large data sets 
we haven't implemented it in our present study
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• n_estimator = 50  
• learning_rate = 1 
• n_features = over 50

ENSEMBLE MODELS
HyperParameters

Adaptive Boosting ExtraTree

• n_estimator = 10  
• max_features = default 
• n_features = over 50

default values of max_features 

• for classification — max_features = sqrt(n_features)  
• for regression     — max_features = n_features 
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ENSEMBLE MODELS
HyperParameters

Gradient Boosting • n_estimator = 100  
• max_depth = 3 
• learning_rate = 0.1 
• n_features = over 50

trees are built serially & are shallow

tuning the parameters of GB accurately (the challenge and, 
therefore, the drawback),  it can provide great accuracy —       
the most widely used supervised machine learning method
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Gradient Boosting Regressor
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Gradient Boosting 
Regressor 

2016  

— OMNI Solar wind data 
— Geomagnetic data (14 USGS stations) 
— Kp index 

Prediction lead time: 3 hr 
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Gradient Boosting Regressor

2016  
— OMNI Solar wind data 
— Geomagnetic data 
(14 USGS stations) 
— Kp index 

Prediction lead time: 3 hr 
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Ensemble 
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Gradient Boosting Regressor
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Kp Index

QUIETEXTREME 
Halloween Event



    Bala Poduval                                                                 Presented at LASP, University of Colorado, Boulder                                                                   22 February 2018   

Summary
input features, according to their order of importance, as raked by GB model:

1. current Kp index
2. solar wind speed, 
3. X-comp. geomagnetic field - SJG (San Juan, Puerto Rico, 180N), 
4. HMF total strength, 
5. solar wind proton density,
6. X-comp. geomagnetic field - GUA (Guam, 130 N),
7. Z-comp. geomagnetic field - SHU (Shumagin, Alaska, 530 N),
8. X-comp. of geomagnetic field - HON (Honolulu, Hawaii, 210 N),
9. Y-comp. of geomagnetic field - HON,
10. HMF z-component, Bz (GSM).     



    Bala Poduval                                                                 Presented at LASP, University of Colorado, Boulder                                                                   22 February 2018   

NEURAL  NETWORKS



    Bala Poduval                                                                 Presented at LASP, University of Colorado, Boulder                                                                   22 February 2018   



    Bala Poduval                                                                 Presented at LASP, University of Colorado, Boulder                                                                   22 February 2018   

Long Short-Term Memory (LSTM)

A type of recurrent neural network (RNN), developed in 1997 by 
Hochreiter & Schmidhuber

—Natural language processing 
—Handwriting recognition 
— Rhythm learning 
— Music composition

Google  
• Speech recognition on Smart 

Phones   
• Google  translate

                                        Apple 
• Quicktype functions on iPhone 

& Siri 
• Amazon Alexa

— Time series prediction 
— Robotics 
— Grammar learning
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Long Short-Term Memory (LSTM)

Chain-like nature of RNNs make them suitable for time series dataRecurrent Neural Networks 
have loops

output

memory 
block

input
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Long Short-Term Memory (LSTM)

— a deep learning system

— works even when long gaps exist between significant events  
 — can handle signals with mixed low & high frequencies

— can learn tasks requiring memories of events happened 
thousands or even millions of discrete time steps earlier
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2016 OMNI Solar wind data 

Hyperparameters 
batch size = 1 
epochs = 100 
neurons = 4 

Training data: 20000 
Testing:  2000 

Prediction lead time: 1 min

   __ Ground Truth Bz 

Long Short-Term Memory (LSTM)

__ Predicted
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IN THE LITERATURE



    Bala Poduval                                                                 Presented at LASP, University of Colorado, Boulder                                                                   22 February 2018   

–Johnny Appleseed

“Type a quote here.” 
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Key Messages

• AI is more than robotics. 

• The world may be taken over or controlled by robots is a myth. 

• While heavily dependent on statistical techniques, there is still room 
of science exploration and understanding. 

• Space weather is an area that benefits from AI.
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